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Abstract

A novel approach has been implemented on DIII-D to allow the correct determination of the plasma poloidal velocity from charge exchange spectroscopy measurements. Unlike usual techniques, the need for detailed atomic physics calculations to properly interpret the results is alleviated. Instead, the needed atomic physics corrections are self-consistently determined directly from the measurements, by making use of specially chosen viewing chords. Modeling results are presented to support the capability of the recently upgraded system. We present the analysis of a quiescent H-mode discharge, illustrating that significant modifications to the velocity profiles are required in these high ion temperature conditions. We also present preliminary measurements providing the first direct comparison of the standard cross-section correction to the atomic physics calculations.
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I. INTRODUCTION

Rotation plays an important role in plasma confinement and stability, yet it is still poorly investigated. To further our understanding and predictive capability, we are interested in making a detailed comparison of the neoclassical theory of rotation with poloidal rotation measurements. Due to the generally small poloidal rotations observed on DIII-D, one must make very accurate measurements in order to make a good test against theory. The technique of charge exchange recombination spectroscopy (CER) [1] for rotation measurements is well-known. However, there are various atomic physics corrections that are particularly significant for poloidal velocity measurements from CER [2]. Since these effects can be of the same order as the poloidal velocity, it is essential that the atomic physics is accurately handled. In previous work [2], the atomic physics quantities were calculated based on extensive and complicated modeling. Even so, there remains uncertainty in the various cross-sections required for such modeling. Furthermore, despite the modeling efforts, data from TFTR could not be fully reconciled. Hence, an alternate technique, based on direct measurement of the corrections, is preferable. This possibility has been realized on DIII-D using a specialized set of viewing chords.

In Sec. II, the theory for the apparent velocity as measured by the CER system is presented, taking into account the atomic physics corrections. Section III illustrates conceptually how one can make a set of measurements to separate the true poloidal rotation from the corrections. Modeling supporting the choice of views required to self-consistently determine the poloidal rotation and atomic physics corrections is presented in Sec. IV. Finally, some proof-of-principle results are shown in Sec. V, as well as a preliminary verification of the energy dependence of the charge exchange cross-sectional area.

II. THEORY

The emission from the charge exchange process is proportional to the product of neutral beam density, the impurity ion density, and the effective emission rate, $E \propto n_b n Q$. The emission rate is given by $Q(|\vec{v} - \vec{v}_b|) = \sigma^{CX}(|\vec{v} - \vec{v}_b|)|\vec{v} - \vec{v}_b|$, where $\sigma^{CX}$ is the charge exchange cross-sectional area, $\vec{v}$ is the velocity of the impurity ion, and $\vec{v}_b$ is the neutral beam velocity. Several atomic physics effects come into play when measuring the charge exchange
emission in hot plasmas, due to the energy dependence of the charge exchange cross-section, 
\[ \sigma^{CX} = \sigma^{CX}(|\vec{v} - \vec{v}_b|) \]. The effective emission rate for the \( D^0 + C^{6+} \rightarrow D^+ + C^{5+}(n = 8 \rightarrow 7) \) transition is shown in Fig. 1 [3]. Typical neutral beam energies (< 100 keV) put us on the left side of the maximum. Hence, an ion moving towards the neutral beam, and therefore with a slightly higher collision velocity, is more likely to undergo charge exchange than an ion moving away from the beam. This results in one side of the emission profile being artificially enhanced, which looks like an apparent line shift normally associated with Doppler motion. The effect scales with the ion temperature \( T_i \) and is only present when a viewing chord has a component parallel to the neutral beam.

If this were the full story, then poloidal velocity measurements, which are usually made with vertical views perpendicular to the neutral beam, would not suffer any atomic physics corrections. However, an additional complication arises from the fact that, during the finite lifetime \( \tau \) of the excited energy state, the ions travel \( \omega_c \tau \) (where \( \omega_c \) is the ion cyclotron frequency) around their gyro-orbit. In this way, an apparent radial velocity can be transformed into an apparent poloidal velocity [2]. The effect in TFTR, with high \( T_i \sim 20–30 \text{ keV} \) and magnetic field \( B \sim 2–5 \text{ T} \), was very significant, with apparent poloidal velocities up to 40 km/s.

We derive the effect of the energy-dependent cross-section correction coupled with the gyro-motion of the ions on the measured velocity. The distribution function \( f_n(\vec{v}) \) of an ion with charge \( Z_n \), which is created from an ion of charge \( Z_{n+1} \) through charge exchange with a beam neutral, is described by the Boltzmann equation

\[
\frac{\partial f_n}{\partial t} + \frac{Z_n e}{m} \vec{v} \times \vec{B} \cdot \vec{\nabla}_v f_n = n_b Q(|\vec{v} - \vec{v}_b|) f_{n+1}(\vec{v} - \vec{V}) - \frac{f_n}{\tau},
\]

where \( m \) is the ion mass and \( \vec{V} \) is the average ion velocity. This form neglects cascading from more than one energy level, although this can be handled in part by substituting an “effective” lifetime for \( \tau \). With the distribution function, we can compute the apparent velocity

\[
\vec{v}_{app}^{\text{local}} = \frac{\int d^3v \: \vec{v} f_n}{\int d^3v \: f_n}.
\]

Note that this form implies a local measurement of the distribution function to give a local apparent velocity. Most CER measurements, however, are intrinsically line-of-sight (LOS). Nonetheless, we will develop the mathematics from this point and expand to cover the spatial averaging later. We can solve Eq. (2) in terms of the distribution function of the
$Z + 1$ charged ion. Using integration by parts, one can show that

$$
\tilde{v}_{\text{local}}^{\text{app}} = \frac{\int d^3v \left[ \tilde{v} + \frac{\omega_c}{B} (\tilde{v} \times \tilde{B}) + \frac{\omega_B^2}{B^2} \cdot (\tilde{v} \cdot \tilde{B}) \tilde{B} \right] n_b Q(\tilde{v} - \tilde{v}_b) f_{n+1}(\tilde{v} - \tilde{V})}{\int d^3v n_b Q(\tilde{v} - \tilde{v}_b) f_{n+1}(\tilde{v} - \tilde{V})}.
$$

(3)

Inspection of Eq. (3) reveals that the apparent velocity is dependent on only one velocity, the apparent velocity of the $Z_n$ charged ion immediately after charge exchange

$$
\tilde{v}_n = \frac{\int d^3v \tilde{v} n_b Q(\tilde{v} - \tilde{v}_b) f_{n+1}(\tilde{v} - \tilde{V})}{\int d^3v n_b Q(\tilde{v} - \tilde{v}_b) f_{n+1}(\tilde{v} - \tilde{V})}.
$$

(4)

Equation (3) contains an operator that acts upon this velocity. In particular, this operator describes how the velocity vector is twisted around the magnetic field by the ion gyro motion during the lifetime $\tau$. One can reduce the three dimensional velocity integrals into one dimensional integrals under the assumption of a Maxwellian distribution of $Z_{n+1}$ charged ions. The result is given by

$$
\tilde{v}_n = \tilde{V} + \frac{(\tilde{v}_b - \tilde{V})}{|\tilde{v}_b - \tilde{V}|} \int_{-\infty}^{\infty} d\nu n_b Q(|v_{th} \nu + |\tilde{v}_b + \tilde{V}||) \frac{v_{th}}{2v_{th}^2} \left[ 1 + \frac{v_{th}}{|v_{th} - \nu|} \right] \frac{v_{th}}{|v_{th} - \nu|} e^{-\nu^2} \frac{2\nu}{2\nu^2} e^{-\nu^2}
$$

$$
= \tilde{V} + \alpha \frac{(\tilde{v}_b - \tilde{V})}{|\tilde{v}_b - \tilde{V}|}.
$$

(5)

Hence, the velocity immediately after charge exchange of the $Z_n$ charged ion is the true velocity of the $Z_{n+1}$ charged impurity ion that we are interested in, plus a correction due to the energy-dependent cross-section correction, which is directed along the unit collision vector between the beam neutral and ion. Equation (5) must be inserted into the operator shown in Eq. (3) to give the final result for the apparent velocity

$$
\tilde{v}_{\text{local}}(\tilde{v}_n) = \frac{1}{1 + \omega_c^2 \tau^2} \left[ \tilde{v}_n + \frac{\omega_c \tau}{B} (\tilde{v}_n \times \tilde{B}) + \frac{\omega_B^2 \tau^2}{B^2} (\tilde{v}_n \cdot \tilde{B}) \tilde{B} \right].
$$

(6)

As discussed earlier, this result is only valid for a local point measurement, which is not the case for a typical CER chord. The consequence of this is that rather than the local integral described by Eq. (2), one must compute the line-average distribution function

$$
\tilde{v}_{\text{app}} = \frac{\int d^3v \int dl \tilde{v} f_n}{\int d^3v \int dl f_n},
$$

(7)

where the $\int dl$ represents the spatial averaging that occurs as a result of the CER being a LOS measurement. In the case that the ion gyro orbit is much less than the gradient scale
length ($\rho_i \ll L_p$), then the velocity and line integrals can be reversed. With the spatial averaging, some of the convenient cancellations that were made in the local derivation are no longer possible, however a structurally similar result is still obtained. We must replace $v_n$ in Eq. (6) with a slightly modified velocity

$$\tilde{v}_n^* = \tilde{v} \left\{ \int_{-\infty}^{\infty} d\nu \, Q(\nu \theta v + |\tilde{v}_b + \tilde{V}|) \left[ 1 + \frac{v_{th}}{|\tilde{v}_b - \tilde{V}|} \right] e^{-\nu^2} \right\} +$$

$$\frac{(\tilde{v}_b - \tilde{V})}{|\tilde{v}_b - \tilde{V}|} \left\{ \int_{-\infty}^{\infty} d\nu Q(\nu \theta v + |\tilde{v}_b + \tilde{V}|) \frac{v_{th}}{2} \left[ 1 + \frac{v_{th}}{|\tilde{v}_b - \tilde{V}|} \right] \left[ \frac{v_{th}}{|\tilde{v}_b - \tilde{V}|} - 2\nu \right] e^{-\nu^2} \right\}. \tag{8}$$

Then, the measured, line-of-sight velocity is given by

$$v_{meas} = \frac{\int dl \, \hat{s} \cdot n_b n^{\text{app}} v_{\text{local}}(\tilde{v}_n^*)}{\int dl \, n_b n \int_{-\infty}^{\infty} d\nu \, Q(\nu \theta v + |\tilde{v}_b + \tilde{V}|) \left[ 1 + \frac{v_{th}}{|\tilde{v}_b - \tilde{V}|} \right] e^{-\nu^2}}, \tag{9}$$

where $\hat{s}$ is the unit vector of the viewing chord.

### III. SEPARATION OF CORRECTIONS FROM ROTATION

We seek a set of views that will allow us to uniquely separate out the atomic physics corrections from the true rotation velocities, without relying on the results from detailed atomic physics modeling. A plasma cross-section is shown in Fig. 2, and we consider making a measurement of the rotation velocity on the red flux surface. In this example, the positive toroidal direction is into the page, and the positive poloidal direction is clockwise around the flux surface. For simplicity of the explanation only, we consider the CER measurements to be local point-measurements, and that both the poloidal and toroidal velocities are flux surface quantities. Superimposed on Fig. 2 are five CER views, all on the same flux surface, directed tangentially (green), “radially” (blue) and vertically (magenta). Considering only the dominant corrections from Eq. (6), the tangential and radial views will be subject to the standard energy-dependent cross-section correction, whilst the vertical views will need to account for the gyro-orbit cross-section correction. Specifically, the tangential measurement will contain the toroidal velocity plus a correction, $V_T = V_\phi + V'$. The two “radial” measurements are made at the top and bottom of the flux surface. Although these views are radial from the machine-sense, on the flux surface of interest they are sampling the poloidal
velocity. The measurements will again be subject to the energy-dependent cross-section, $V_R = \pm V_\theta + V'$, remembering that the poloidal velocity is oppositely directed on the two sides of the flux surface. In an ideal world, these two measurements alone would be sufficient for poloidal velocity measurements—one would merely have to add and subtract the two views to determine the correction and poloidal velocity respectively. However, it turns out that the poloidal velocity is an order of magnitude smaller than the energy-dependent cross-section correction, and so while radial views are good for measuring this correction, they are not well-suited to measuring poloidal velocities. In addition then, a vertical view on this flux surface is also used to measure the poloidal velocity, but this time, rather than being affected by the standard energy-dependent cross-section correction as was the case for the radial views, this view must account for a gyro-orbit correction, $V_V = -V_\theta - \omega_c \tau V'$. At $B \sim 2$ T, the value of $\omega_c \tau$ is less than 0.1 for the $C^{6+} \rightarrow C^{5+}(n = 8 \rightarrow 7)$ transition (where $\tau \sim 1$ ns), and therefore the correction and the poloidal velocity are of the same magnitude.

The final view to consider is one that nominally passes through the center, and for this geometry it measures the true radial velocity (which is assumed to be zero), plus a gyro-orbit correction, $V_R = \omega_c \tau (V_T B_\theta - V_R^{+} B_\phi)/B$. So this view is a linear combination of two of the other views, multiplied by the effective lifetime $\tau$. Hence, with this set of tangential, radial, and vertical views, the atomic physics quantities can be backed out from the measurement, leaving the true rotation velocity. In the following section, we present modeling that aids in devising a more complete set of views to measure the rotation profiles.

IV. MODELING

The rotation profiles are generated in terms of the neoclassical flux-surface quantities $k(\rho)$ and $\Omega(\rho)$

$$\vec{V} = k \vec{B} + R \Omega \hat{\phi}, \quad (10)$$

where $R$ is the major radius, and $\hat{\phi}$ is the unit toroidal vector. Resolving into poloidal and toroidal components

$$V_\theta = k B_\theta, \quad (11)$$

$$V_\phi = k B_\phi + R \Omega. \quad (12)$$

We use $k$ and $\Omega$ profiles from a real DIII-D discharge to model the rotation profiles. In
combination with the other relevant plasma profiles, we then compute the measured LOS velocities using Eq. (9). This represents the simulated CER measurement. In practice, we perform the \( \int dl \) integral in Eq. (9) by dividing the chord into 11 regions throughout the neutral beam. Increasing the number of segments does not alter the numerical approximation. We then attempt to recover the inputted \( k \) and \( \Omega \) profiles based on the simulated LOS velocities (with appropriate noise levels added). If we can successfully recover these profiles, then our system is capable of self-consistently separating out the true rotation from the atomic physics effects. In performing the fits, we model the various profiles with cubic splines, and hence the fit involve a non-linear least squares fit for the knot locations and knot values of \( k \) and \( \Omega \). Simultaneously, we try to determine the value for the effective lifetime \( \tau \), and the energy-dependent cross-section function \( Q \). Specifically, we fit for the coefficients \( p \) and \( q \) in the von Hellerman et al. [3] formulation of the energy-dependent cross-section

\[
Q = Q_0 \frac{X^p}{1 + X^q},
\]

where \( X = v/v_m \), and \( v_m \) is approximately the velocity with maximum emission rate.

Figure 3 shows the set of CER views used in the modeling analysis. The cyan, solid view lines represent chords that existed during the 2003 experimental campaign, which had 24 tangential, 17 vertical, and 2 radial sight lines. Modeling performed with this set of views revealed that the recovered rotation profiles suffered from more than a factor of two greater error than was input into the simulation. This led to the search for improved views to reduce this uncertainty.

Following the untangling procedure outlined in Sec. III, we identified certain aspects in the 2003 design that needed improvement if we were to separate the atomic physics corrections from the rotation. The first affects the determination of \( \tau \), which conceptually requires a view through the plasma center. In the non-local treatment, vertical views close to the plasma center (or, equivalently, views that are predominantly radial from the plasma-sense) are equally useful. In 2003, there was only 2 vertical chords inside of \( \rho \approx 0.3 \), so clearly the upgrade called for new vertical chords close to the magnetic axis. Additional vertical chords are also desirable inside of \( \rho \leq 0.5 \) simply because this is where the gyro-orbit correction is most important. The other desirable modification involves the radial chords. With only two present in 2003, the determination of \( p \) and \( q \) was not really possible. One could conceive of an array of radial chords similar to the tangential and vertical arrays. However, from
a plasma physics standpoint, this is not a great utilization of hardware, since these radial chords mainly measure cross-section corrections, rather than the rotation with which we are fundamentally concerned. Fortunately, our modeling shows that the addition of just two new radial type chords are sufficient to accurately pin down $p$ and $q$.

The red, dashed view lines in Fig. 3 show the additional chords (8 new vertical chords, and 2 new radial chords) that were decided upon through modeling, allowing for greatly improved extraction of the poloidal velocity. These views have been installed on DIII-D for use in the 2004 experimental campaign. With this full set of views, the rotation profiles can be recovered to the same level as the input noise.

A typical reconstruction of the rotation profiles from the simulated measured velocities based on the 2004 sight lines is shown in Fig. 4. The solid red curves represent the input model splines. The reconstructed profiles are shown in solid black, with the error bands shown as dashed. The errors are determined through Monte-Carlo simulation, whereby the simulated velocities are perturbed by amounts consistent with their error bars. The modeled effective lifetime $\tau$ is allowed to vary throughout the plasma. This is because, even though the lifetime of a particular state is fixed by atomic physics, the effective lifetime, considering cascading from different energy levels, is a function of plasma parameters including density. Nonetheless, when trying to solve for $\tau$, we do not attempt to recover the profile, but rather just a single value. As we move from the plasma center to the edge, the ion temperature is decreasing. Hence, the gyro-orbit correction becomes less important. In fact, the value of $\tau$ at the edge does not really influence the measured velocities, and so there is little hope (or point) in trying to fit it.

The recovered profiles are in excellent agreement with the input profiles, and the error bands for the poloidal and toroidal velocities are consistent with the input error on the simulated velocities. Also note that we do a good job in empirically measuring the energy-dependent cross-section as indicated by the tight error bands around Fig. 4(f).

V. RESULTS

The analysis of a quiescent H-mode (QH-mode) discharge is presented in Fig. 5. This particular discharge, as is common for QH-mode, had relatively high ion temperature $T_i(0) \sim 15$ keV, and moderate line average density $\bar{n}_e \sim 2 \times 10^{19}$ m$^{-3}$. Due to the high ion
temperature, we can expect substantial atomic physics corrections to be necessary for the CER measurements. Figures 5(a–b) show the CER measured LOS velocities for the vertical and tangential viewing arrays. The solid curves show the reprojected LOS velocities based on the fitted toroidal and poloidal velocities. The reprojections are in very good agreement with the measurements, and are significantly improved compared with a fit that does not include either atomic physics corrections. The spline fits for the toroidal and poloidal velocity are shown in Figs. 5(c–d). Overplotted in red is the fitted profile that results from an analysis that does not include any atomic physics effects. Note that the correction to the toroidal velocity due to the energy-dependent cross-section correction is more than 100 km/s at the magnetic axis where the rotation is maximum. The effect on the poloidal velocity is somewhat less pronounced in absolute magnitude, although it still amounts to a 25% correction. The gyro-orbit correction appears to be smaller here due to a couple of competing effects. The vertical views on DIII-D are not ideally vertical, and some indeed have substantial radial components (and even a little toroidal). So the vertical views are subject to some modification from the ordinary energy-dependent cross-section correction and this happens to counter the gyro-orbit correction. In addition, the spatial averaging of the chord through the vertically elongated beam tends to further weaken the gyro-orbit correction. The effective lifetime is determined in this discharge to be $\tau = 1.70 \pm 0.15$ ns. This is somewhat larger than found in the modeling performed by Bell and Synakowski [2]. However, a more systematic study of the effective lifetime in a variety of plasma conditions is required before any conclusions should be made. Also, the time-slice to time-slice variability of $\tau$ appears to be larger than the error estimated from the non-linear fit analysis, indicating that further refinements in the analysis are still required.

There are several improvements that are needed before the work can be considered complete. At present, the current analysis only considers the full energy component of the beam neutrals. Furthermore, a tiny fraction ($\sim 0.1\%$) of beam neutrals in the $n = 2$ state can significantly alter the curve of the energy-dependent cross-section shown in Fig. 1. Nonetheless, we have some strong indication that the model form of the energy-dependent cross-section that we use in Eq. (13) is a good approximation. Two of the CER tangential view chords on DIII-D look at the exact same location, but with slightly differing toroidal angles [Fig. 6(a)]. In fact, the difference is only about 5%. Even so, if we look at the raw LOS measured velocities from these two chords, we see in Fig. 6(b) that they differ by an amount much
greater than can be explained by the difference in their viewing geometry. The discrepancy, of course, is due to the energy-dependent cross-section correction. When we apply this correction, using the form from Eq. (13), as well as the viewing geometry correction, we see that the results are in near perfect agreement.

In summary, we have presented a formulation that describes how various atomic physics phenomenon can affect measurements made using CER. We have described a novel technique to extract the poloidal rotation from such measurements, in a way that avoids calculating these atomic physics quantities. In particular, through modeling efforts, we have determined a set of views capable of measuring the correction terms directly. Analysis of a QH-mode discharge shows significant corrections are present in both the toroidal and poloidal velocities. Initial estimates of the effective lifetime of the excited energy state for the $C^6^+ \rightarrow C^5^+ (n = 8 \rightarrow 7)$ transition appear somewhat larger than previous modeling results, although a more systematic study is required to properly address this.
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FIG. 1: Charge exchange cross-sectional area as a function of velocity for the $D^0 + C^{6+} \rightarrow D^+ + C^{5+} (n = 8 \rightarrow 7)$ reaction. In DIII-D, the beam energies are such that we operate on the left hand side of the maximum.
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FIG. 2: Conceptual view chords required to unravel the atomic physics corrections from the plasma rotation.
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FIG. 3: CER viewing geometry on DIII-D. Chords present in the 2003 experimental campaign are shown in cyan (solid). The new chords for 2004 (8 verticals and 2 radials) are shown in red (dashed).
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FIG. 4: Simulated (red) and reconstructed (black) profiles for (a) $\Omega$, (b) $k$, (c) effective lifetime $\tau$, (d) toroidal velocity $V_\phi$, (e) poloidal velocity $V_\theta$, and (f) the energy-dependent cross-section $\langle \sigma v \rangle$ using the full set of CER view chords available in 2004. The error bands for the reconstructions are shown by the black dashed lines.
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FIG. 5: LOS velocities as measured by the (a) vertical and (b) tangential viewing arrays during a QH-mode discharge. Raw measurements are shown with green diamonds. The error bars, although shown, are smaller than the symbol size. The reconstructed LOS velocities are depicted with black crosses and joined with a solid line. Profiles (along the outer midplane) for (c) the poloidal velocity, and (d) the toroidal velocity. The black curves represent the fits to the measured data (error bands are shown with a dashed curve), whilst the red curve is the fit that would have been obtained had all the atomic physics corrections been ignored.
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FIG. 6: (a) Plan view of DIII-D showing the neutral beams viewed by the various CER chords, and specifically chords labeled “T5” and “T20”, which look at the exact same location in the plasma, but with slightly differing viewing geometries (∼ 5%). The positive $k$-axis is in the direction of 0 degrees and the $h$-axis is at 90 degrees. The raw, uncorrected measurements for these two chords (b) show a large discrepancy, which cannot be explained by the viewing geometry effect alone. When the energy-dependent cross-section correction and geometry effects are taken into consideration, near perfect agreement is obtained between the two channels (c).